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 SeaWinds 

egular grid 
 Phase (IOP) of the 

Eumetsat project NWP SAF. SDP features new and improved techniques, in particular: 

Multi Solution Scheme (MSS); 
 2D Variational Ambiguity Removal (2DVAR); 
 selectable size for the wind vector cells (100 km, 50 km, or 25 km). 

n the usual 
sical Model 
though not 
s well with 

other information. In 2DVAR the most probable solution is selected by minimizing a cost 
ulting in a 

 against that of its predecessor, QDP, at a 
 resolution, 
ject (work 

 of the high resolution SDP wind data: 
tion of the 
ed here by 

investigating the autocorrelation and the spectrum of the wind field. 

e spectrum. 
ative) or as 
a sets. It is 

also shown that the autocorrelation function has a discontinuity at zero distance (the so-called 
noise peak) if the signal contains white noise, and that the size of the discontinuity is proportional 
to the noise level. A noise component will flatten the spectrum at high spatial frequencies, but it 
is shown from an analytical example that aliasing may cause a similar effect. If the 

 
The Seawinds Data Processor (SDP) is a software package that processes data from the
scatterometer instrument on board the QuikSCAT satellite to wind vectors on a r
[SCAT group, 2006a]. SDP is a deliverable within the Initial Operations

 

In the MSS up to 144 solutions and their relative probability are retained rather tha
choice of 4 solutions at most represented by minima in the distance to the Geophy
Function (GMF). This enables the Ambiguity Removal to select a solution that, 
exactly a minimum in the distance to the GMF, has relatively high probability and fit

function that takes physical constraints (meteorological balance) into account, res
consistent solution. 

The quality of the SDP output has been checked
resolution of 100 km, and was found to be in order. The quality at 50 km and 25 km
however, has not yet been established. Such a study is part of the NWP SAF pro
package 416000). The results are reported in this document. 

There are in principle two ways of determining the quality
comparison with other wind data (like the triple collocation method) or investiga
statistical properties of the SDP wind field. The latter approach has been adopt

Chapter 2 contains the basic definitions and formulas for the autocorrelation and th
The autocorrelation can be defined as a function of relative position (which can be neg
a function of distance. It is shown that these two approaches are identical for large dat



NWP SAF 
 

On the quality of high 
resolution wind fields 

Doc ID :  NWPSAF-KN-TR-002 
Version :  1.2 
Date :  31-08-2006 

 
autocorrelation does not approach zero fast enough on its d
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efinition interval, the spectrum may 
contain oscillations which can be mitigated by using a Hanning filter. 

CEP model 
 SDP wind 
l zone, and 
adir part of 

the swath, where the observation geometry is less favourable. The noise peak disappears when 

 height. As 
he standard 
. The noise 

phical zone, 
 increasing 

d vector cell size and becomes negligible at 100 km resolution – the resolution with which the 
 the MSS is 

e spectra may become rather noisy, especially for 
 a Hanning 
a flatten at 

n is applied to 
he DIRTH 

ds retrieved 
t MSS. 

Chapter 7 contains a short discussion on how to apply the results in this study in future 
meter wind 
y be useful 

nctions in 2DVAR. 

The conclusions are listed in chapter 8. All relevant information on the quality of the wind field 
can be obtained from the behaviour of the autocorrelation function at short distances. The 
spectrum is more difficult to interpret. When calculating high resolution scatterometer wind fields 
one should use the MSS to avoid significant noise contributions. 

Chapter 3 contains the results for the autocorrelation. The autocorrelations of the N
winds, used to initialise the 2DVAR, appear continuous. The autocorrelations of the
field show a noise peak at zero distance. The effect of orbit selection, geographica
wind vector cell is investigated. As can be expected, the noise peak is highest for the n

using MSS. 

In chapter 4 the standard deviation of the noise is estimated from the noise peak
expected, the noise level is highest in the nadir part of the swath. At 25 km resolution t
deviation of the noise may be up to 1.4 m/s in each of the wind components u  and v
level varies very little with the orbit selection (ascending or descending), the geogra
and the choice of minimisation routine in 2DVAR. The noise level decreases with
win
comparison with QDP was made. The noise becomes insignificant at all resolutions if
used. 

Chapter 5 contains the results for the spectra. Th
the NCEP model winds, probably due to the use of a finite interval. Application of
window smoothens the spectra, and seems to be the best choice. However, all spectr
high spatial frequencies, most probably due to aliasing.  

In chapter 6 the method of estimating the noise level from the autocorrelatio
compare KNMI’s 2DVAR ambiguity removal method (with or without MSS) to t
ambiguity removal method used by NOAA. It is shown that the scatterometer win
with DIRTH contain more noise than 2DVAR with MSS, but less than 2DVAR withou

investigations within the NWP SAF project aiming at further improvement of sacttero
processors. Especially study of the along track and across track wind components ma
for more precise determination of the error covariance fu
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2 Statistics and spectru
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m 
rts with the 
of position 

e are equivalent for large datasets. 

The spectrum is defined, and its numerical implementation is discussed. A simple example shows 
s into a Gaussian and a delta function into a constant. Note that white 

noise also has a constant spectrum, so a white noise component should show up as a delta 
function in the autocorrelation. 

rrelation at 
roportional to the noise variance, with the total 

 allows 

approaches 
 Using an 
f due to the 

auses an oscillation in the spectrum. The 
numerical (FFT) method also suffers from aliasing in the high frequency part, causing the 
spectrum to flatten in a way indiscernible from a white noise contribution. Application of a 

but not the aliasing.  

2.1 Definitions and approach 
Suppose we have a 

This chapter contains the theoretical background needed in the rest of this report. It sta
definition of the autocorrelation. It may be defined in two ways, as a function 
difference or as a function of distance, but it is shown that thes
In this study the autocorrelation employed will be a function of distance. 

that a Gaussian transform

It is shown that indeed a white noise component causes a discontinuity in the autoco
zero distance. The height of this discontinuity is p
variance as constant of proportionality. An estimation of the size of the discontinuity thus
calculation of the noise level, as will be done in chapter 4. 

In chapter 3 it will be shown that the autocorrelation for scatterometer wind fields 
zero very slowly. Therefore the spectrum may be affected by numerical effects.
analytical example, these effects are studied in section 2.4. It is shown that poor cutof
definition of the autocorrelation on a finite interval c

Hanning window removes the oscillations, 

 

ii

st common are the mean, or f
 defined as XM XXM

finite set of spatial varying data { } { })(xvv = . There are many stati

=i
iX N 1

stical 
quantities to characterize such a dataset. The mo irst moment, and 
the second moment,  and  respectively,

 ∑=
N

vM ,1  

2σ

(2.1) 

 ∑
=

=
N

i
iXX v

N
M

1

2 .1  (2.2) 

The variance  of the set equals 
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 [ ] .1 2222
XXX

N
Xi MMMv

N
−=−= ∑σ

1i=
 (2.3) 

e pairs as a 
rs of the pair. There are two ways to define the pairs: 

In the directional approach the se

For the autocorrelation one must consider pairs of data and construct statistics over th
function of the distance between the membe
the directional approach and the distance approach. 

t of pairs )(sP  is defined as 

x ji − { } ,|),()( sxvvsP ji ==  

s  i xx > xx <

(2.4) 

where may be positive (for ) or negative (for j ji

( xP iji

). It is also possible to define the 
autocorrelation as a function of the distance between the members of the pair, 

 { } .|),() rxvvr j =−=  

pair ),( ji vv  contributes once to )(sP ),( ij vv )( sP −

)() rP= : once as  and onc . The nu er of pairs in ),( ji vv e as (v ), ij v mb

(2.5) 

A , because the pair  contributes to , while it 
contributes twice to ( sP

)(rP  is therefore twice the number of pairs in )(sP  for rs = . 

In the directional approach 

Directional approach 
there is a distinction between the first and second point of a pair. To 

take this distinction into account, the subscript X  is used to denote the first member of the pair, 
while the subscript  denotes the second mem er. The first moments with respect to the first and 
second members of each pair are 

 

Y b

,1)( ∑= vsM
)( )(sP

iX sN

 1  (2.6b) 

respectively, with  the first point of a contributing pair,  the second point, and  the 
number of pairs in  T ned 
in (2.4). 

The second moments are defined in a similar way: 

 

iv
(P

jv )(sN
fi)s .

 (2.6a) 

,
)(

)(
)(

∑=
sP

jY v
sN

sM

he set )(sP  consists of all pairs ),( ji xx  with sxx ji =−  as de

,
)(

1)(
)(

2∑=
sP

iXX v
sN

sM  (2.7a) 

 .
)(

1)(
)(

2∑=
sP

jYY v
sN

sM  (2.7b) 
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One can also define a mixed second moment  according to 

 

)(sM XY

∑=
)(

,
)(

1)(
sP

jiXY vv
sN

sM  (2.8) 

The variances are defined as 

 [ ] ,)()()(
)(

1)( 2

)(

222 sMsMsMv
sN

s XXX
sP

XiX −=−= ∑σ  (2.9a) 

 
)(

)(
s

sY =σ  (2.9b) 

and the covariance  is )(sC

[ ] ,)()()(1 2

)(

222 sMsMsMv
N YYY

sP
Yi −=−∑

 [)( vsC = ∑

)(sρ

] .)()()()()(
)(

1
)(

sMsMsMsMsMv
sN YXXY

sP
YXji −=−  (2.10) 

The autocorrelation  reads 

 .
)(

)(
s

s
Xσ

ρ =
)(sC

() sYσ

Note that the autocorrelation is an even function, )()( ss ρρ =− , and that 1)0( =ρ  by defin

e first mom ts )(sM X  and )(sM Y  in (2.6a) b) differ from e  b
 a different set of points. They also differ from the first mo

) bec
)0(

 the set 
 equals the whole dataset and 

)(sP
0=s P NN =)0( . In that case YX MM =

M . 

 (2.11) 

ition.  

Th en  and (2.6 ach other ecause they 
are obtained from ment of the complete 

ause  is generally a subset of the complete dataset. For 
 the set 

dataset defined in (2.1
, 

In the distance approach the moments and the autocorrelation are functions of the distance 

YYXYXX MM == , and the covariance (2.10) equals the variances (2.9a) and (2.9b)

Distance approach 

sr =
(2.11), bu )(rP

. They are defined i .6) – 
t now the summations are over the set 

n a similar manner as in the directional approach, see equations (2

) =r

 defined in (2.5). The first moments satisfy, 
the bar denoting the distance approach 

.
)(

1)(
)(

∑=
rP

jY v
rN

rM

 ,
)(

1(
)(

∑
rP

iX v
rN

M  

),( ji vv ),( ij vv XM  and YM  are 
identical. This can be seen readily for a small dataset. The same holds for the second moments: 

(2.12a) 

  (2.12b) 

Since each pair  also contributes as , the first moments 
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YY

approach to 

 

XX MM = . Therefore the definition of the autocorrelation (2.11) simplifies in the distance 

)(rρ

with 

 

.
)(

)(
2

r

rC

σ
=  (2.13) 

)()(
2

MrMr XXX −=σ ,)(
2

r  (

,)()()(
2

rMrMrC XXY −=

2.14) 

  (2.15) 

and 

 
)(

1)(
)(

∑=
rP

X v
rN

rM ,i  (

)(
1)(

)(

2∑=
rP

iXX v
rN

rM

2.16) 

 ,  (2.17) 

)( (
∑

rPr
 ,1)(

)
= jiXY vv

N
rM  

),( ji vv rxx ji =−

(2.18) 

with )(rP  defined according to (2.5) as the set of pairs  for which . As in 
the directional approach, 1)0( =ρ  by definition.  

Equivalence of the two app
 s  and suppose we have a set of equally spaced 

data  with ,  C sider o the 
e formed by

In the directional approach, the pairs 

{ } { })( ii xvv = ∆= ixi Ni ,...,2,1= . on

roaches 
s forConsider for a moment only positive value

 now the statistics for distance ∆ , s

{ } .),(,),(,...,),(,),()( 1212312 −−−=∆ NNNN vvvvvvvvP

pairs ar  adjacent points. 

1)( −=∆ NN  

for ∆=s  are 

,
11

1)(
2 −

+=
−

=∆ ∑
= N

v
Av

N
M NN

i
iX

  (2.19) 

There are pairs and the first moments in the directional approach can be written as 

,
11

1)( 11

1 −
+=

−
=∆ ∑

−

= N
v

Av
N

M
N

i
iY  (2.21) 

where 

  (2.20) 
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 ,
1

1
∑
−

−
=

N
iv

N
A

1

2=
 (2.22) 

tion. For a 
hes and the 

come equal. The same holds for other values of the argument and for the second 
order moments. 

 

i

is the overlap between (2.20) and (2.21). See also figure 2.1 for a graphical illustra
sufficient large dataset, ∞→N , the contribution of the non-overlapping terms vanis
moments be

)(∆XM  1v  2v  3v  34 ,, −Nvv L  2−Nv  1−N  v Nv  

)(∆YM  1v  2v  3v  34 ,, −Nvv L  2−Nv  1−Nv  Nv  

1v  2v  3v  34 ,, −Nvv L  2−Nv  1−Nv  Nv  

 Nv  

        

        

)(∆XM  
1v  2v  3v  34 ,, −Nvv L  2−Nv  1−Nv

Figure 2.1   Terms contributing to the first order moments in the directional approach (upper and middle) 
and t g terms are marked in green, the non-

overlapping ones in yellow. 

 

For  the members of each pair change order, and the pairs are 

  (2.23) 

The first moments read 

he distance approach (lower). The overlapping contributin

∆−=s

{ } .),(,),(,...,),(,),()( 1123221 NNNN vvvvvvvvP −−−=∆−

 ,)(
1

)( ∆=
−

=∆− ∑ YiX Mv
N

M  1 1

1

−N

i=
(2.24) 

 .)(
1

)(
2

∆=
−

=∆− ∑
=

X
i

iY Mv
N

M 1 N
 (2.25) 

lso holds for o ments. 

In the distance approach, the pairs are 

 

This a ther values of the arguments and for higher order mo

)1(2)( −=∆ NN

{ } .),(,),(,...,),(,),(,),(,),()( 1132232112 NNNN vvvvvvvvvvvvP −−=∆  (2.26) 

The are  pairs, and the first moment in the distance approach reads 

 ( ) .
)1(2

1
)1(2

1)(
1

122
1 







 +
−

=+
−

=∆ ∑∑∑
−

===
−

N

i
i

N

i
i

N

i
iiX vv

N
vv

N
M  (2.27) 
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Using (2.20), (2.21) and (2.24) this can be rewritten as 

 [ ] [ ] .)()()()()( 11 ∆−+∆=∆+∆=∆ MMMMM 22 XXYXX

The first order moment in the distance approach is the average of the two first order m
the directional approach, or, equivalently, the average of the first moment in th
approach at positive and negative values of the argument. For large data sets the

 (2.28) 

oments in 
e distance 
 difference 

between the three first order moments vanishes. The same holds for other values of the argument 
and for the second order moments. Therefore the two approaches are equivalent. 

The one-sided power spectral density 

 

Spectrum 
)(kΨ  is defined as the absolute value squared of the 

Fourier transform of the autocorrelation function according to 

)(
2∞

erρ .)( 2∫=Ψ ikrdrk π  

1−= xk k
d in the expo 29). 

2.2 Implementation  

nential of (2.

∞−

(2.29) 

with the spatial frequency . Note that  is a scaled spatial wave number because the 
factor π2 has been incorporate

 

In this study the data will be on a regular grid with grid size ∆ , so  

 ,)( ∆=∆−== kjixxr ji .)(),( rPxx ji ∈  

Therefore th stance between the members of data pairs, and thus all statistics d
them, are characterized by a single integer l . We will follow the distance approa
positive values of k , becaus

− (2.30) 

e di erived from 
ch, so only 

e it requires less storage and is computationally more efficient than 
ecause the the directional approach. Apparently, the distance approach gives better statistics b

number of pairs )(rP  is twice the number of pairs in the directional approach )(rP . However, as 
shown in section 2.2 this is just a matter of definition: the pairs may be counted twice but no extra 
independent information is added. 

The autocorrelations were calculated using the routines and data structures in the 
AutoCorrelationMod module of KNMI’s genscat library. This module requires that the data are 
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order. The moments 
obtained for  data pairs with distance 

)(lSn  
n ∆l  are updated according to the formula 

 [ ] ,
)(2),(),(

)(),(),(1)(
2

2
−+

+=+
+

= ∑
+

+
lSvvfvvf

lSvvfvvf
n

lS nijji
n

n
ijjin 22 1 +nm

where ),( vv  and ),( vv  are the two data pairs formed from the poin at is just read in 
and the earlier point v  that is tored in the data structures of the module. Furthe

ji

y, j

ij

j

l . The functio

 iv  

om
 lji =−

nts as follows i −= f

=
(2.31) 

t th
 s r, , or, 

equivalentl n  is defined for the first and second m e

  (2.32) 

elationMod 
n ints to the 

 the statis s calculated so far. The number of distances taken into 
 may be 

,),(: ijiX vvvfM =

.),(:,),(: 2
jijiXYijiXX vvvvfMvvvfM ==

The autocorrelation is calculated according to (2.13). The routines in the AutoCorr
module can handle gaps in the data by adding a suitable number of o-data po
bookkeeping without affecting tic

N

max

account, N , is a power of 2 ( 128=N  at 25 km resolution), though any value for 
adopted. The maximum distance is xNR ∆= . 

Note that the moments are updated rather than their underlying sums. This is done because 
updating the moments is numerically more stable for very large data sets than updating the sums, 
though the latter approach is simpler and computationally more efficient. 

The spectrum is calculated from the autocorrelation using the FFT routines from KNMI’s genscat 
library. The size of the FFT grid is NN 2=F

FFT int 

. It is filled using the scheme of table 2.1. 

 

 

 grid po Value 
1 ρ(K) 
2 ρ(K-1) 

… … 

K+1 ρ(0)=1 
K+2 ρ(1) 
… … 
2K ρ(K-1) 

K ρ(1) 

 Table 2.1   Scheme for filling the FFT grid with autocorrelation values. 
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When using this scheme, th

 14

e autocorrelation is made periodical using its symmetry properties. 
The spatial frequency  satisfies 

  (2.33) 

with 

 

 k

,,,0, Njkjk j L=∆=

.111k ===∆
22 maxRxNxN F ∆∆

F

 (2.34) 

s in the FFT grid may be multiplied with a window function, 
like the Hanning window, the Parzen Window, or the Welch window. See Press et al. [1988] for 

e calculated 
rac delta function. Indeed a Gaussian that was not too wide 

or too narrow transforms into a Gaussian, and the Dirac delta function transforms into a constant, 
all within the expected numerical precision. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.2   Numerical spectrum for a combination of a Gaussian and a delta function. 

 

Note that k∆  equals the inverse of the total range in position, and that 1−=∆∆ Nkx . 

If desired, the autocorrelation value

the definition of these window functions. 

The FFT routine has been tested on functions with a Fourier transform that can b
analytically: the Gaussian and the Di
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Figure 2.2 shows the spectrum of the function 

 ,
0

1
)( 21


≠
=

= − xe
x

xf ax

0

2

a combination of a Gaussian and a delta function. The curve sho in figure 2.2 is th
result. Its relative precision compared to the analytic

 (2.35) 

wn e numerical 
al result is better than , so the analytical 

because the 
ne expects 

at the noise 
helton et al., 2006]. However, such a feature should be visible as a delta 

function in the autocorrelation - a discontinuity at zero distance. This idea will be developed 
further in the next section. 

2.3 The effect of noise on the autocorrelation  
Suppose we have a signal  that is built up from a coherent signal  and a noise 
contribution , . We assume that the noise has zero average and is 
completely uncorrelated. The mixed second order moment reads (omitting the bars for a moment) 

610−

curve would coincide with the numerical result in figure 2.2. 

The fact that a delta function transforms into a constant function is important, 
spectrum may be used to get information about the noise in the scatterometer winds. O
a decaying spectrum (roughly proportional to 2−k ) that flattens and becomes constant 
level [Milliff, 2004; C

 

)(rs
)(rc +

)(rc
)(rn )()( rnrs =

 ∑ ==
11)]([ ssrsM  (2.36) 

Since  is completely uncorrelated, all linear terms involving the noise in (2.36) will average to 

 

n

∑ ++
)()(

.))((
)()( rP

jjii
rP

jiXY ncnc
rNrN

zero. The mixed second order moment reduces to 

1 .)]([
)(

)]([
)(

∑ ==
rP

XYjiXY rcMcc
rN

rsM  (2.37) 

e is zero, the average of the total signal equals the average of its 
coherent component, and the covariance equals 

  (2.38) 

The ordinary second moment reads 

 

Since the average of the nois

.)]([)]([)]([)]([ 2 rcCrsMrsMrsC XXY =−=

∑∑ ++==
)(

22

)(

2 .2
)(

1
)(

1)]([
rP

iiii
rP

iXX nncc
rN

s
rN

rsM  (2.39) 
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Because n  is completely uncorrelate
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d, the cross term will cancel in the averaging process, but the 
quadratic terms remain. As a consequence 

 .)]([)]([
)(

1)]([
)(

22 rnMrcMnc
r

rsM XX
rP

XXiiXX ∑ +=+=
N

 (2.40) 

The variance therefore equals 

 (2.41) 

Finally, the autocorrelation can be written as 

 )]([)]([ 22 MrsMrs XXXσ −= .)]([)]([)]([ 22 rnrcrs σσ +=

 .
)]([)]([)](

)( 22 rnrcrs
r

σσ
ρ

+
=  

1)0( =ρ

)]([
[

)]([
2

rcCrsC
σ

= (2.42) 

At the origin,  by definition. However, when the distance approaches zero, the 
covariance approaches the variance, and (2.42) yields 

 ,
)]0([)]0([

)]0([)(lim 22

2

22

2

0
nc

c

r nc
cr

σσ
σ

σσ
σρ

+
=

+
=

→
 (2.43) 

with cσ  and nσ  the standard deviation of the coherent signal and the noise, respectively. This 
show at th ocorrelas th e aut

a−1
tion will not be a continuous function at 0=r : when r  decrease

2
snc

na
σ

σ
σ
+

=

s, the 
autocorrelation approaches the value  rather than one, with 

 ,22
n

σσ
=  (

22

σ

2.44) 

where s  is the standard deviation of the total signal. From this one arrives at 

 .asn σσ =  (2.45) 

The standard deviation of the noise is therefore proportional to the square root of the size of the 
tes that this discontinuity leads 

In section 2.2 the numerical implementation of the spectrum calculation was tested for a delta 
function and a Gaussian. In principle, the Fourier transform of a Gaussian is again a Gaussian, if 
the interval under consideration is infinite. In practice, the interval should be large enough to 
ascertain that both the function and its Fourier transform are small enough at the edges, while the 

discontinuity in the autocorrelation at the origin. Figure 2.2 illustra
to a constant noise floor in the spectrum. 

 

2.4 The effect of a finite interval on the spectrum 
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sampling d ld be large enough to reproduce the shape of the function. Fig
obtained with )16( ∆a , so at 
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ensity shou ure 2.2 was 
the edges 2−= ∆±= 128r  the function value equals , and the 

the Gaussian, 
because all integrals can be done anal  by 

(2.46) 

When symmetrized, as described in section

64−e
1−function drops off to e  over 16 points. 

The exponential function is better suited to study the effects of a finite interval than 
ytically. Suppose the simulated autocorrelation is given

 .0,)( maxRxex ax
sim ≤≤= −ρ  

 2.2, the function reads 

)( maxmaxxsim ., RxRe xa ≤≤−= −ρ  

maxR

(2.47) 

In the limit that  approaches infinity, th  as e Fourier transform of (2.51) is easily calculated

R ,
4
2)( 222

2

ka
aeedxk xaikx

sim
π

π

+
== ∫

∞

∞−

−  

1−= rk  
mmetrized interval.  simΨ  is simply the square of simR

(2.48) 

with the spatial freque n the 
sy The spectrum

ncy and the overbar indicating that the function is defined o

.
4 222kπ

, 

] [
4)(

2

2

a
aksim

+
=Ψ  (2.49) 

ctrum is continuous, despite the discontinuity in the derivative of the simulated 
autocorrelation at the origin. 

Also for a finite interval, the spectrum is easily evaluated. The Fourier transform of the simulated 

 

Note that the spe

autocorrelation reads 

.)(
max

max

2∫
−

−=
R

R

xaikx
sim eedxkR π  (2.50) 

me simSo ple algebra yields 

 [ )cos(22)( max
max

RaeakRsim β −−=

kπβ 2= . The first term of (2.51) is the same as that of (2.48), while the second is an 
oscillating correction that vanishes exponentially with increasing . When using a FFT 
algorithm, the Fourier transform is given at spatial frequencies 

 

maxR

,)sin( max2222 R
aa

aR
ββ

ββ ++

−
]  (2.51) 

with 

,
2 maxR

j
N

jkjk
F

j =
∆

=∆=  (2.52) 
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with 

Figure 2.3   Simulated spectra. Left: a = 2/R; right a=16/R. 

 

j  an integer and  the number of points in the interval. The arguments of the sine and 
1) then reduce to 

FN
cosine in (2.5 πj , which yields zero for the sine and  for the cosine. The 

on and will 
ternate. 

ted spectrum for a small interval (left) and a large interval (right). The 
maller than 

trum tends to become more horizontal. This 
is most probably due to aliasing. 

The oscillations in the spectrum can be filtered out by application of a window function [Press et 
r choice  wi

j)1(−
Fourier transform is evaluated at the extremes of the oscillatory cosine contributi
al

Figure 2.3 shows the simula
numerical results are indiscernible from the analytical results for spatial frequencies s
10-5. For larger spatial frequencies the numerical spec

al., 1986]. A popula is the Hanning ndow given by 

 ,cos1)(
ma








+=

R
xh π

 

maxRx ±= 0=x

x 

x
(2.53) 

which equals zero for  and one for . Note that for an exponential simulated 
autocorrelation the spectrum can be obtained analytically also when filtered with this function. 
Writing the cosine in exponential form, the Fourier transform of the Hanning windowed 
exponential autocorrelation reads 
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This can be rewritten as 
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Some simple algebra yields 
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 (2.56) 

where max/ Rπββ ±=±  and kπβ 2= . 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2.4   Numerical and analytical spectrum for the exponential simulated autocorrelation with Hanning 
window (solid curves) and the analytical spectrum without window (dashed curve). 
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Figure 2.4 shows the resulting spectra, with the analytical spectrum without wind
shown as a reference (dashed red curve). Application of the Hanning window rem
oscillations. The first and second term of (2.56) are identical to (2.51). At the FFT gr
the sines in (2.56) equal zero and the cosines equal j)(− . The alternating cosine con
now for a large part (but not completely) eliminated by the extra terms. However, in 
FFT grid points, the oscillations remain (no results shown). The numerical result agree

 20

ow, (2.51) 
oves the 

id point 
tributi

between the 
s well with 

the analytical expression, except at high spatial frequencies where aliasing causes some 

It remains 
. However, 

e the gradient of the autocorrelation function by amplifying negative slopes. As 
udes in the 

 it tends to 
become horizontal at high frequencies. It may be due to uncorrelated noise, as in figure 2.2, but it 

over, window functions generally 
affect the amplitude of the spectral density, thereby weakening the link to the underlying physical 
problem under investigation. The autocorrelation is better suited for estimating the noise and 
small-scale properties of the scatterometer wind fields investigated here. 

 

 

 

 

 

 

 

 

 

 

jk  
on is 

difference. 

The Hanning window does not change the range of the autocorrelation function. 
between -1 and +1 (or, more specific, between -0.4 and +1 in the study presented here)
it does chang
illustrated in figure 2.3, steeper slopes in the autocorrelation lead to higher amplit
spectral density.. 

It is concluded that one must therefore be careful in interpreting the spectrum when

may also be a numerical effect as in figures 2.3 and 2.4. More
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3 Results for the autocorrela
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 tion 
f SeaWinds 
ference for 
bit section, 

and solution scheme. Special attention is paid to the behaviour of the autocorrelation at short 
distances. 

 December 
re stored in 

 with multiple BUFR messages. Each BUFR message contains one line of wind 
 individual 

The dataset from the MOS archive is not complete: five gaps were found, measuring 1062, 603, 
1, 1033, and 1063 lines, respectively. The gap of size 1 is due to a wrong BUFR message, the 

ever, due to 
 at the start 

ecause the 
forward looking radar observations are not included). The first file is read and processed from the 
start to 40 BUFR messages from the end (at 25 km resolution), to avoid the semicircle of missing 
data. Processing of the second and following files is resumed when a new line number is 

lap, this is well beyond the semicircle of missing data at the start of 
each file. Processing is stopped 40 messages from the end of the file. 

nly when a gap is encountered, the semicircle of data at the 
end of the last file before the gap is ignored. As this happens only four times for 872 files, this 
will have no effects on the results. 

Wind vectors are rejected if either the KNMI-JPL rain flag is set, or if the variational ambiguity 
removal (2DVAR) quality control flag is set. 

This chapter contains the results for the autocorrelations obtained for one month o
data. A standard result is defined in section 3.2. This standard result is used as a re
studying the effects of geographical zone, wind vector cell number along the swath, or

  

3.1 The SeaWinds data set 
The results shown in this section were obtained from all SeaWinds data recorded in
2004 that were available in KNMI’s MOS archive (872 files). The SeaWinds data a
half-orbit files
vector data perpendicular to the satellite direction. At 25 km resolution there are 76
wind vector cells. 

other gaps are due to missing files. 

There is an overlap between consecutive files of at least 140 lines (3500 km). How
the observation strategy of SeaWinds, a semicircle of data is lacking for each file
(because the backward looking radar observations are not included) and at the end (b

encountered. Due to the over

This ensures an overlapping dataset. O
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Results will be presented for the zonal and meridional wind components, u  and v
as well for the

 22

, respectively, 
 wind component perpendicular and parallel to the satellite moving direction, P  

and T , defined as 

 ,
sincos αα vuP +=
cossin αα vuT +−=

where α  is the satellite heading, i.e., the angle between the satellite moving direction and the 
easured counterclockwise from the north. The autocorrelations of the wind 

com
local meridian m

ponents P  and T

 (3.1) 

 may offer information on the two-dimensional variational ambiguity 

 and with a 

removal (2DVAR) scheme. 

The satellite heading is given in the NOAA BUFR messages, but not for every row
precision of 1°. Therefore α  is calculated from the positions of th  WVC’s. These a
to 0.1°, which may lead to an error up to 3 km in the distance between adjacent W
calculated from these positions. To minimize errors, the calculation of 

e re given up 
VC’s when 

α  is ba
positions of the first and last WVC. The differences in latitude and longitude are tran

sed on the 
sformed to 

distances in x  and ne, correcting for the fact that the relation between distance and 
difference in longitude depends on the cosine of the latitude, for which the average latitude is 
taken. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.1.   QuikSCAT heading as a function of latitude. 
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Figure 3.1 shows the satellite heading as a function of latitude. When QuikSCAT
equator from south to north (ascending pass), the heading is small, 8.7°. The head
increases and goes rapidly through 90° when QuikSCAT reaches the most northern 
orbit. The wind vector cells are then aligned along a meridian from south to north. T
reaches its maximum value of about 171.3° when QuikSCAT passes the equator fro
south (descending pass). When QuikSCAT reaches its most southern p

 23

 passes the 
ing slowly 
point of its 
he heading 
m north to 

oint of its orbit, the 
heading is 90° and the WVC’s are again oriented along a meridian from south to north. 

f m the SDP 
eme. Figure 

nd components 
. Figure 
lack. 

, especially for . These 
cells are the outermost WVC’s containing data, numbers 9 and 67. Due to irregularities in the 

cs therefore 

approach 1 
inds, on the 

other hand, approach a value slightly lower than 1 with nonzero derivative. As shown in section 
n the scatterometer winds. The model winds are much smoother and 

don’t show this effect. Another striking fact in figure 3.2 is that the autocorrelations become 
negative for large distances, notably for  at distances larger than 2000 km and less clearly for 

a e eeding 2500 km. It will be shown in section 3.3 that this reflects the large scale 
structure of the Earth’s wind field. 

Figure 3.3 is similar to figure 3.2, but now for the wind components perpendicular and parallel to 
the satellite direction,  and 

 

3.2 Standard results 
In order to simplify comparison, a standard result has been defined. It is obtained ro
processed data of December 2004 at 25 km resolution without Multiple Solution Sch
3.2 shows the results for the zonal (west-east) and meridional (north-south) wi u  

3.2 and v , for the SDP scatterometer winds and the model results from the NCEP model
shows the autocorrelation for each WVC in grey, and the average over all WVC’s in b

Figure 3.2 shows that two WVC’s behave very different from the others u

SeaWinds orbit these cells are not always filled with radar observations. Their statisti
differ from that of the other cells due to sampling differences (see also section 3.3). 

When the distance decreases to zero, the autocorrelations of the model winds 
smoothly, apparently with zero derivatives. The autocorrelation of the scatterometer w

2.3, this may be due to noise i

v
u

at dist nces xc

P T , respectively. The autocorrelations of  and P T  behave similar 
to those of  and . 

 

 

u v



NWP SAF 
 

On the quality of high 
resolution wind fields 

Doc ID :  NWPSAF-KN-TR-002 
Version :  1.2 
Date :  31-08-2006 

 

 

 

Figure 3.2   Autocorrelation as a function of distance for the SDP retrieved winds (left) and the NCEP 
model calculations (right). Top: zonal wind component u, bottom: meridional wind component v. 
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Figure 3.3   Autocorrelation as a function of distance for the SDP retrieved winds (left) and the NCEP 
model calculations (right). Top: perpendicular wind component P, bottom: parallel wind component T. 
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3.3 Geographical zone, WVC, and orbit 
elation as a 
e restricted 
xtratropics, 
eet swath), 

rves over nodes 31-46 (nadir swath), and the dotted curves over nodes 47-66 (right 

on than the 
ilar to that 
re not each 

Therefore a 
rent zones. 

lag distances, this band has an appreciable width, and the autocorrelations for 
xtratropics 

Comparison of figure 3.4 with figure 3.2 shows that the wind vectors contributing to the 
autocorrelation of WVC 9 and 67 originate from the extratropics. Indeed, there are few 

phical zone. 
or distances 
 at smaller 

distances of the order of 1000 km. The maximum anticorrelation is reached for distances of about 
o e tropics is 

es for larger 
distances. 

 ructure than that in . The 
ero at large 

Figure 3.5 is similar to figure 3.4, but now for the wind components perpendicular and parallel to 
the satellite moving direction,  and 

Figure 3.4 shows the effect of the geographical zone and the WVC on the autocorr
function of distance. The black curves are for the whole Earth, while the red curves ar
to the tropics, latitude within the interval [-30°,+30°] and the blue curves to the e
latitude outside [-30°,+30°]. The dashed curves are averaged over nodes 11-30 (left sw
the solid cu
sweet swath).  

Figure 3.4 shows that the WVC range chosen has less impact on the autocorrelati
geographical zone, and that the autocorrelation of the scatterometer winds behave sim
of the model winds. Note that the curves for the tropics and those for the extratropics a
others complement, because both points of the lag should lie in the zone specified. 
band around -30° and one around +30° is excluded, because the lag points lie in diffe
Notably for large 
the whole Earth (black curves) differ significantly from those for the tropics and the e
(red and blue curves). 

contributing pairs in the tropics. 

The autocorrelation of the zonal wind component, u , varies strongly with the geogra
When averaged over the whole Earth, the autocorrelation becomes slightly negative f
larger than about 2000 km. In the extratropics the autocorrelation becomes zero

2000 km, and for larger distances the correlation increases again. The correlati n for th
around zero for distances of the order of 2000 km and increases to small positive valu

uThe autocorrelation in the meridional component, v , shows less st
autocorrelation gradually decreases monotonically to values around or slightly below z
distances. 

P T , respectively. The autocorrelation of  for the tropics 
stays positive and rather large: 0.5 or more, for both the scatterometer wind and the model wind. 
The autocorrelation of  for the extratropics resembles  
autocorrelations in 

P

that for the whole Earth. TheP
T  show less variation with geographical zone. 
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Figure 3.4   Autocorrelation versus distance for various geographical zones and WVC ranges. Black 
 -30 (sweet 

th . pper panels: 
t panels: 

It is rather surprising that the autocorrelation of 
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P  in the tropics differs so much from that of , 
because the satellite heading shows little variation for geographical latitudes between -30°  
+30°, see figure 3.1. For ascending passes 

u
 and

P  and u  are roughly parallel, and for descending 
passes they are roughly antiparallel. 
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d parallel 
(lower panels) to the satellite direction. 

 

Figure 3.6 shows the contributions to the autocorrelation in the scatterometer  (left) and 
(right) for the tropics from the ascending and descending passes (dashed and dotted curves, 
respectively). The solid curves are for all passes and are identical to the corresponding curves in 
figures 3.4 and 3.5. 
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Figure 3.6   Autocorrelation in the tropics for the scatterometer wind components  u (left) and P (right). 
nding orbits. 

All curves in figure 3.6 are averages over WVC 11 to 66, since figures 3.5 shows that the swath 
has little influence compared to that of the geographical zone. Figure 3.6 shows that the 

 and  differ 
 i ed the 

ch pass is independent, as there is no overlap of data between the passes in 
ati of 
e moments 

Figure 3.7 shows the first and second moments of the scatterometer wind components  (left) 
in  ar lotted 

 curves are 
averaged over WVC 11 to 66. 

s e ly with the 
 va ith a value 

alues. It vanishes when ascending and descending orbits are 
combined. Note that the first moment of  is always gure 3.7. The second 
moment distance and has a value around 30 m2/s2, for both  and . The 

ment  decreases and has a minim m value around  m  at a 
distance between 2000 and 2500 km. 
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contributions of the ascending and descending passes to the autocorrelations of u
little from each other, as expected. However, when taken together for all passes (and
contributions from ea

P
nde

on P  the tropics), the autocorrelation of P  becomes strongly positive. Since the orient
changes almost 180° for ascending and descending passes, some interference in th
must cause this behavior. 

u
e pand P  (right) the tropics. The contributions of ascending and descending orbits

separately (dashed and dotted curves, respectively) and together (solid curves). The

The first moment XM  of the perpendicular wind component P  varie  quit  strong
orbit. It is positive with a lue around +4 m/s for ascending passes and negative w
around -4 m/s for negative v

 u  negative around -4 in fi

u
 XXM

mixed second order m
 varies little with 

o
u
16

P
2/s2

XYM
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Figure 3.7   First and second moments for u (left) and P (right). Solid: first moment MX; dashed: second 
moment M ; dotted: mixed second moment M . Black: both ascending and descending orbits; blue: only 

correlation 
of  and , which is around 0.5 for large distances. If 

± ancels the 
, and hence 
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When XM  vanishes, as for the black curve in the right panel of figure 3.7, the auto
(2.15) reduces to the quotient  XXM XYM XM  
equals 4 m/s, it contributes significantly to the covariance (2.18). In fact, it c
contribution of the mixed second order moment at large distances, so the covariance
the autocorrelation becomes small. 

So the different behavior of the autocorrelations of u  and P  in the tropics is caused by 

winds which are southeast north of the equator and northeast south of the e uator. The
negative both north and south of the equator, leading to an average value o  of ab
This cancels the covariance, which is rather high at large distances due to the trades, 
small autocorrelation. Since the orientation of 

differences in the average wind speed. Around the equator, the w nd field is dominated by trade 
q refore  is 

f out -4 s. 
leading  a 

i
 u
 m/
 to

u

P  differs 164° between ascending and
pas

 descen ng 
ses, the dominating contributions of the tr  ca ch other. The aver e of 

di
ades ncel ea ag P  is l, 

but since the mixed second order moment ment , the 
covariance at large distances is large. However, this does not represent flow changes relative to 
the Earth reference frame and therefore provides no useful guidance with respect to the tropical 
flow. 

 

smal

XYM  is about half the second mo XXM
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3.4 Multi Solution Scheme (MSS) 

p, 2006]. In 
fed into the 
e minimum 

ind field better, in contrast to traditional methods which are 
restricted to solutions at the MLE minima. 

 

 

weet swath 
black curves 

Figure 3.8 shows the results for the autocorrelation of  and  averaged over the three swath 
regions (left sweet, nadir, and right sweet). The standard SDP run (black curves) shows that the 
nadir swath (solid curves) has a higher noise peak at the origin than the sweet swaths (dashed and 
dotted curves). When using the MSS (blue curves), the noise peak becomes much smaller, 
indicating that use of the MSS indeed results in a less noisy wind field. 

SDP can use the Multiple Solution Scheme (MSS) for ambiguity removal [SCAT grou
this scheme, up to 144 wind vector solutions with their probability are identified and 
Ambiguity Removal step. The MSS is able to select solutions that are not exactly at th
value of the MLE but represent the w
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Figure 3.8   Autocorrelation of the wind speed components u (left) and v (right) for the left s
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 vel 

e from the 
eter winds 

show a discontinuity, whereas the model winds seem to approach zero continuously with zero 
derivative. This can be more clearly seen in figure 4.1, which shows the short distance parts of 

 
t the height 

correlation roportional to the noise variance . 
In term

4.1 Estimation of the noise peak height 
The differences between the autocorrelations from the scatterometer winds and thos
model winds are small in figures 3.4 and 3.5. Only at short distances the scatterom

figures 3.4 and 3.5 for the scatterometer winds in more detail. 

The discontinuity in the origin is a measure for the noise in the scatterometer wind field, because
it is completely uncorrelated except for zero distance. In section 2.3 it was shown tha
of the discontinuity in the auto , a , is directly p 2

nσ
s of The constant of proportionality equals the total variance of the wind field, 2

sσ . 
standard deviations the relation reads asn σσ = (equation 2.49). 

tropics compared to those in the extratropics and over the whole Earth. One importa
the abundance in rainfall around the equator which disturbs the scatterometer signal 
lower quality wind estimates. Another cause is the fact that the 

From figure 4.1 it can be inferred that the noise component is larger for the autocorrelation in the 
nt reason is 
and leads to 

wind speeds in the tropics are on 
oise is also 

e the observation geometry in the 
n

In order to quantify the noise level, the height of the discontinuity in the autocorrelation at the 
o pared: 

• I  at origin sing smoothing splines 
[Woltring, 1986]. 

• E the o using 
o ions

average smaller than in the extratropics, leading to higher signal-to-noise ratios. The n
larger in the nadir swath than in the sweet swaths. This is becaus

adir swath is less favorable for wind estimation than in the sweet swaths. 

rigin must be estimated. The following procedures have been com

 nterpolation of the symmetrized autocorrelation the  u

) )2( ∆
 xtrapolation of the non-symmetrized autocorrelation to rigin 

)(∆ρ  and )2( ∆ρ

 A linear function fitted to the first two autocorrelat  (∆ρ ρ

)(∆ρ  and )2( ∆ρ

 and ; 
o ons  A quadratic function fitted to the first three autocorrelations autocorrelati

)2( ∆ρ , and ∆

)(∆ρ , )2( ∆ρ , and ).3( ∆ρ  

)(∆ρ
 )3(ρ

, 
;  

o An exponential function fitted to the first two autocorrelations ; 
o A Gaussian function fitted  to the first two autocorrelations ; 
o The product of an exponential function and a Gaussian function fitted to the first three 

autocorrelations 
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Figure 4.1   Autocorrelation at short distances fro the scatterometer winds. Dashed curves: averaged over 
s: averaged 

ves: tropics. 
mponent v. 

Figure 4.2 shows the autocorrelation at short distance for the scatterometer wind speed 
components u and v after the discontinuity at the origin has been removed. The autocorrelation 
has been averaged over WVC’s 11 to 66. The black curve shows the original autocorrelation 
which equals 1 at zero lag by definition. 

 

 

0 100 200
Distance (km)

0.8
0 100 200

Distance (km)

0.8

0 100 200
Distance (km)

0.8

0.9

1
A

ut
oc

or
re

la
tio

n

U (SDP), All zones

U (SDP), Tropics

U (SDP), Extratropics

0 100 200
Distance (km)

0.8

0.9

1

A
ut

oc
or

re
la

tio
n

U (NCEP), All zones

U (NCEP), Tropics

U (NCEP), Extratropics

0.9

1

A
ut

oc
or

re
la

tio
n

V (SDP), All zones

V (SDP), Tropics

V (SDP), Extratropics

0.9

1

A
ut

oc
or

re
la

tio
n

V (NCEP), All zones

V (NCEP), Tropics

V (NCEP), Extratropics

WVC 11-30 (sweet swath); solid curves: averaged over WVC 31-46 (nadir swath); dotted curve
over WVC 47-66 (sweet swath). Black curves: whole Earth; blue curves: extratropics; red cur
Left: scatterometer winds; right: model winds; upper: zonal component u; lower: meridional co

 

 34



NWP SAF 
 

On the quality of high 
resolution wind fields 

Doc ID :  NWPSAF-KN-TR-002 
Version :  1.2 
Date :  31-08-2006 

 

 

Figure 4.2   The autocorrelation near the origin for the SDP wind speed components u (left) and v (right) 
xt.  

ed curves) 
tic, and the 

 is overestimated. The other procedures differ little from each other, but 
ce the best 
r estimating 

re 4.3 shows the noise peak height as a function of WVC number for the scatterometer wind 
west for the 
minimum at 

t values for 
 difference. 

When applied to the model winds, the methods for estimating the noise peak do not produce 
significant values. The resulting noise peak heights are very small (of the order of 10-4) and may 
even become negative. This is caused by statistical noise in the autocorrelations, which also 
causes the noise in the curves of figure 4.3. 
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after the noise peak has been removed using the various techniques discussed in the te

 

Estimation of the noise peak height using smoothing splines or a Gaussian fit (dash
impose zero derivative of the fitted autocorrelation at the origin. This is not realis
noise peak height
quadratic extrapolation and the product of an exponential and a Gaussian produ
continuous fit. Due to its simplicity quadratic extrapolation is therefore preferred fo
the noise peak height.  

Figu
components u  and v  obtained with the various methods. The noise peak height is lo
sweet swaths and highest at nadir. Note that the noise peak height for u  has a local 
nadir. 

Interpolation with smoothing splines or extrapolation with a Gaussian give the highes
the noise peak height, for the reasons mentioned above. The other methods show little
as expected  
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Figure 4.3   Noise peak height as a function of WVC number for the scatterometer wind components u 

ists of two 
nds on the 
lation tends 
e stochastic 

e Woltring, 1986] after 
 residual of 

of the order of . It is therefore reasonable to adapt the square root of this value for 

(left) and v (right) obtained with various methods as discussed in the text. 

 

The previous discussion indicates that the error in the noise peak estimate cons
components: a systematic one and a stochastic one. The systematic error depe
extrapolation method chosen. For example, figure 4.2 shows that a Gaussian extrapo
to yield a higher value for the noise peak than the linear or quadratic extrapolation. Th
rror can be estimated by fitting the autocorrelation with smoothing splines [

 710−

ρ∆ , the absolute error i autocorn the 

removal of the noise peak at the origin with quadratic extrapolation. The mean squared
the fit is 

ii ,,0),( L=∆ρ

relation due to statistical noise, so 0003.0≈∆ρ . 

ρ

As illustrated in figure 4.2, a quadratic extrapolation gives good results. Assumin  i
and writing Nxii )( == ρρ , it reads 

,1331 3210 a −=−+−= ρρρ

with a  the noise peak height. If the errors in the iρ  are rando  error in
n is

m and uncorrelated, the
for quadratic extrapolatio  

 a  
4.4133 22 ≈++  times the error in the autocorrelation, so 

. Note that this is consistent with the values of the order of  found for the noise 
 the model winds w

 equals 

0013.∆a
n

20 and 30. Therefore the 

0≈
peak height i

 
mentioned above. 

error in the noise variance

410−

e total variance of the wind field is betTh een 
03.0≈∆ nV  m2/s2. The error in the 

noise, standard deviation of the nσ∆ , can be obtained fro

g t is perfect, 

 (4.1) 
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 ∆
±≈∆±=∆± σσ

n 

03.0≈∆ nV  m2/s2 this yields 0

 (4.2) 

With 015.≈nσ  m oise variance, 
all values of its standard deviati

/s. Small values of the n

nV∆ , and smnV ≤ on, nn σσ ∆≤ , are therefore not significant. 

Figure 4.4 shows the standard deviation of the noise level (in m/s) as a function of WVC number. 
The left panel shows the components  and ; the right panel the components 

 

4.2 Standard results 

u v P  and T . 

 

 

ts u and v 
(left) and for the components P and T (right). 
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Figure 4.4   Standard deviation of the noise level in the standard calculation for the componen

Figure 4.4 shows little difference between u  and P  and between v  and  T , respec
noise contribution is lowest for the sweet parts of the swath, WVC 11-30 and 47-66, 
in the nadir par

tively. The 
and highest 

t of the swath, WVC 31-46. e noise level in  for WVC numbers smaller than 
20 or higher than 50 is lower than that in , but  20 and 50 the 
situation is reversed. The highest noise /   and 1 m/s in . This is a 
considerable contribution and causes the noisy appearance of the SDP retrieved wind fields, 
especially at nadir. 

 Th
v

u

s in
 fo

 level exceeds 1.4 m
r WVC numbers between

u v
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The curves are not perfectly smooth. They contain some noise at a level cons

 38

istent with an error 
in the standard deviation of the noise level of about 0.015 m/s as estimated in section 4.1. 

 

 speeds for 
different parts of the orbit (left) and for different geographical zones (right). These have little 

 orbits, but 
r  the tropics 

ht panel of 
oisy  those for . This is because the autocorrelation is based on 

less lags. The autocorrelation contains more statistical noise and the estimation of the noise peak 
height gets less reliable. 

 

 

Figure 4.5   Standard deviation of the noise level in the SDP wind speed components u (solid curves) and v 
(dashed curves) for various orbit selections (left) and geographical zones (right). 

 
 
 
 
 
 
 

4.3 Orbit and geographical zone 
Figure 4.5 shows the standard deviation of the noise level in de SDP retrieved wind

influence. The noise level in  is slightly asymmetric for ascending and descending
this asymmetry averages out when all o bits are taken into account. The noise level in
is generally slightly lower than that in the extratropics. Note that the curves in the rig
figure 4.5 become n
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4.4 Minimization routine 
ind speed 

 ambiguity 
ced by the 
finds lower 
at the wind 

vector solution obtained with LBFGS lies closer to the observations and deviates more from the 
model wind field than that obtained with N1QN3. One therefore expects more noise in the 

LBFGS solutions. Figure 4.6 shows, however, little difference between the two minimization 
routines. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 4.6   Standard deviation of the noise level in the wind speed components u (solid curves) and v 
es). 

cal) minima 
of the inversion cost function, the MSS retains all likely wind vector solutions (currently up to 
144), each of which has assigned a probability depending on its value of the inversion cost 
function. The MSS may select solutions that do not coincide with a local maximum in the local 
inversion probability, that but still have a relatively high probability of being the correct solution. 

Figure 4.6 shows the standard deviation of the noise level in the SDP retrieved w
components u  and v  for two choices of the minimization routine in the 2DVAR
removal scheme. Originally, SDP used routine N1QN3, but this routine was repla
freeware routine LBFGS of J. Nocedal [Liu and Nocedal, 1989]. Routine LBFGS 
minima in the 2DVAR cost function than N1QN3 [Scat group, 2006b]. This means th

initial 

 
0 20 40 60 80

WVC

0

1

2

N
oi

se
 S

t. 
D

ev
.

LBFGS

N1QN3

(dashed curves) for minimization routine LBFGS (blue curves) and N1QN3 (red curv

 

4.5 MSS 
SDP can apply the Multiple Solution Scheme (MSS). Rather than selecting only (lo
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Application of the MSS in combination with 2DVAR
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 should result in a smoother solution, 
because 2DVAR acts as a meteorologically balanced spatial filter. 

viation, the 
g quadratic 
ative values 
plication of 

a Gaussian fit, which tends to overestimate the noise level, yields small positive values for the 
noise level (blue curves). 

 

 

Figure 4.7   Standard deviation (left) and variance (right) of the noise level in the SDP wind speed 
 curves) and 
 assess the 

noise peak height; the blue curves using a Gaussian fit. 

 

ce of about 
due to the 

extrapolation method used. The variances obtained with the MSS (blue and red curves in the right 
hand panel of figure 4.7) show both errors: the wiggle in the curves is due to the stochastic error 
which has the expected order of magnitude, while the gap between the blue and red curves is due 
to a systematic error induced by the extrapolation method. The gap has a width of about 0.2 m2/s2, 

Figure 4.7 shows that this is indeed the case. The left panel shows the standard de
right panel the variance of the noise contribution. The red curves were obtained usin
extrapolation for estimating the noise peak height. For the MSS, this yields small, neg
and the corresponding standard deviations are set to zero (red curves in figure 4.7). Ap
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components u (solid curves) and v (dashed curves) for the standard four-solution scheme (black
the MSS (blue and red curves). The red curves were obtained using quadratic extrapolation to

As stated earlier. the noise level contains two errors: a stochastic error with a varian
0.03 m2/s2 for quadratic extrapolation (see section 4.1), and a systematic error 



NWP SAF 
 

On the quality of high 
resolution wind fields 

Doc ID :  NWPSAF-KN-TR-002 
Version :  1.2 
Date :  31-08-2006 

 
and noise variance levels of this order or smaller can be regarded upon as n
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ot significant. It can 
thus be concluded that the MSS is very effective in reducing the noise in the wind field. 

 

4.6 Resolution 

SDP has the possibility to produce wind fields at a resolution of 25 km, 50 km, and 100 km [Scat 
group, 2006a]. The accuracy of the 100 km resolution product has been checked by comparing 

 ECMWF First Guess at Appropriate Time (FGAT) wind fields. For wind fields with higher 
resolution such a comparison is not possible, because the difference in resolution becomes too 

or cell size, 
ts. As such, a wind vector 

cell in the 50 km product is the average of 2 × 2 wind vector cells at 25 km size. Similarly, a wind 
vector cell in the 100 km product is the average of 4 × 4 cells at 25 km resolution. 

 

e  v  speed 
components u (solid curves) and v (dashed curves) at various resolutions. 

 

Figure 4.8 shows the standard deviation (left) and the variance (right) of the noise level in the 
scatterometer wind speed components  and  as a function of WVC number for various 

with

large. 

One may, however, expect that the noise level decreases with increasing wind vect
because of the spatial integration of the basic backscatter measuremen
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resolutions. Because the swath wid
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th remains the same, the number of WVC’s depends on the 
resolution cell size according to table 4.1. 

 

Resolution cell size (km) Number of resolution cells 
25 76 
50 38 

100 19 

Table 4.1   Resolution cell size and number of resolution cells for SDP output. 

onds to the 
olution cell sizes of 50 km (red curves) and 100 km (blue curves) the 

me range of 

e resolution 
cell doubles in size. It should be noted here that the systematic error may vary with resolution, 

 increases with resolution. At 
100 km resolution little noise is detected: estimation of the noise peak height with quadratic 
extrapolation yields a negative value in most cases. This indicates that the noise level at 100 km 
resolution is hardly statistically significant, except for extreme nadir viewing. 

  

 

 

At 25 km resolution cell size (black curves) the WVC number on the x-axis corresp
actual WVC number. For res
WVC number has been multiplied by 2 and 4, respectively, in order to arrive at the sa
WVC number for each resolution. 

Figure 4.8 shows that the noise level roughly decreases with a factor of two when th

because the separation between the support points for extrapolation
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5 Results for the spectr
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 um 

 the scatterometer and model wind speed components  and , 
o
•

• FFT of the autocorrelation without noise peak (removed using quadratic extrapolation) 
sing the smoothing spline routine GCVSPL [Woltring, 1986] (red). 

ing the raw 
igh spatial 
 a constant 

the spectrum. It is absent for the model winds. Note that the spectra become 
al densities 

ine fit (red 
ter winds become steeper, though there is still some 

 2.4, and is 
ffected by 

Applying a Hanning filter after noise peak removal and spline smoothing (green curves) results in 
relatively smooth spectra. The spectral level is slightly increased because of normalization 

ow a dip at 
spatial frequencies around , corresponding to a distance of 250 km, the known 
spectral cut-off of NWP models. This will be discussed further in the next section. 

At  (distance of the order of 100 km), the scatterometer wind fields generally contain an 
order of magnitude more spectral density than the model fields. This is consistent with the more 
rapid decrease near the origin of the autocorrelation function of scatterometer winds. 

 
 
 
 
 

5.1 Comparison of methods 
Figure 5.1 shows the spectra for u v

btained with the following methods: 
 FFT of the raw autocorrelation including the noise peak at zero distance (blue); 

smoothened u
• FFT of the spline smoothened autocorrelation without noise peak applying a Hanning 

window (green). 
The spectra of the scatterometer wind components obtained from Fourier transform
autocorrelations (blue curves in figure 5.1) tend to move more horizontal at h
frequencies. This is due to the noise peak in the autocorrelation which transforms to
contribution in 
noisier at low levels, in particular for the spectrum of the model wind speed at spectr
below 810− . 

When the noise peak is removed and the autocorrelation is smoothened with a spl
curves), the spectra of the scatterome
horizontal flattening at high spatial frequencies. This resembles the behavior in figure
most probably due to aliasing. The model wind speed spectra are relatively una
smoothing, but remain very noisy at low levels 

104.0 ⋅≈k
differences. When applying the Hanning window, the model wind speed spectra sh

5
25

−

510−≈k
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Figure 5.1   Spectra of the scatterometer (left) and model (right) wind speed components u (upper) and v 

In the previous section it was shown that application of a Hanning window resulted in much 
smoother spectra obtained with FFT methods. Figure 5.2 shows the results obtained with other 
popular window functions, Welch and Parzen, and the so-called zero window which is obtained 
by setting all autocorrelations to zero after the first zero of the autocorrelation. 
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5.2 Window functions 
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nd v (lower) 
ions. See the text for details. 

 

 and Welch 
contains an 

oscillation. The zero window gives no improvement. 

Note that only the Hanning window shows the dip in spectral densities at , 
corresponding to a distance of 250 km, the known cutoff length of NWP models. Since the other 
window functions do not show this dip, it is probably a numerical artifact caused by interference 

-7 -6 -5 -4
log(k)

-14

-12

-10

-8

-6

-4

-2

0
lo

g(
P

S
D

)

Hanning

Parzen

Welch

Zero

-7 -6 -5 -4
log(k)

-14

-12

-10

-8

-6

-4

-2

0

lo
g(

P
S

D
)

Hanning

Parzen

Welch

Zero

-7
log(k)

-6 -5 -4 -7 -6 -5 -4
log(k)

-14-14

-12

-10

-8

-6

-4

-2

0

lo
g(

P
S

D
)

Hanning

Parzen

Welch

Zero

-12

-10

-8

-6

-4

-2

0

lo
g(

P
S

D
)

Hanning

Parzen

Welch

Zero

Figure 5.2   Spectra of the scatterometer (left) and model (right) wind components u (upper) a
for various windowing funct

Figure 5.2 shows that the Hanning filter has the best smoothing properties. The Parzen
window functions give some smoothing, but the spectra at high spatial frequencies 

5104.0 −⋅≈k
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between the harmonic induced by the Hanning filter and those caused by the finite
interval (see section 2.4). However, all curves in the right hand panel of figu

 46

 integration 
re 5.2 exhibit a 

change in slope for , which may be attributed to the cutoff of the NCEP model. 

 
 
 

5104.0 −⋅≈k
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6 Comparison with DIR
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 TH 
 25 km and 
hresholded 

 based on the median filter and 

The noise level in the standard Seawinds data product has been calculated using the methods 
ults for the noise standard deviation and variance in 

the wind components  and  at 25 km resolution are shown in figure 6.1. The noise peak 
height was estimated using quadratic extrapolation. 

 

 

 WVC 
: meridional wind component v. Black 

curves: 2DVAR without MSS; red curves: DIRTH; green curves: 2DVAR with MSS. 

k curves in 
figure 6.1. These curves are the same as already shown in chapter 4. 

The DIRTH scheme (red curves) performs quite well: it causes a small white noise component 
with a standard deviation of 0.47 m/s at most. The noise level is highest in the nadir part of the 
swath, though less pronounced as for the 2DVAR results without MSS. Note that the standard 

 
The standard level 2 SeaWinds wind fields as delivered by NOAA are at a grid size of
have their ambiguity removed with the “Directional Interval Retrieval with T
Nudging” (DIRTH) method [Stiles et al., 2002]. This method is
uses the NCEP model wind predictions for initialization, just like 2DVAR.  

developed in the previous chapters. The res
u v
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Figure 6.1 Standard deviation (left panel) and variance (right panel) of the noise level against
number. Solid curves: zonal wind component u; dashed curves

 

Without MSS, the 2DVAR scheme generates high noise levels as shown by the blac
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level 2 SeaWinds product als
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o gives some results for the outer swaths (WVC 1-8 and 69-76). 
These WVC’s are rejected by SDP. 

he 2DVAR 
evel. Since 

tance, only small 
negative values of the variance are found and, hence, no values for the standard deviation. 

 

 

Though DIRTH performs quite well, it still contains some noise. Only application of t
ambiguity removal with MSS (green curves) removes the noise below its detection l
quadratic extrapolation overshoots the autocorrelation slightly at zero dis
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7 Outlook to the Futu
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 re 
nd solution 
d obey the 

he 2DVAR 
method within genscat employs minimization of a cost function in the spatial frequency domain 
(rather than the spatial domeain). The advantage of this approach is that convolutions in the 

ws. This is 
ined in the 
ctions that 
udinal and 

nents, the quasi-geostrophic structure functions contain two adjustable 
amount of 

sis field (the wind field 
ld). This is 
es that the 

y longitudinal 
component is directed parallel to the satellite motion and is equivalent to the wind speed 
component 

 

The two-dimensional variational ambiguity removal (2DVAR) method selects the wi
that fits best with a model wind field under the additional constraint that it shoul
meteorological balance [Stoffelen et al., 2000]. The present implementation of t

spatial domain transform to multiplications in the frequency domain. 

The spatial structure of the wind field is in 2DVAR constrained by physical la
incorporated in structure functions (also called covariance functions) that are def
frequency  domain. At the moment , 2DVAR contains quasi geostrophic structure fun
are derived from the basic equations of motion. When expressed in terms of longit
transversal compo
parameters: one describing the size of the structures and one controlling the 
geostrophic adherence. 

In principle, the structure functions could also be obtained from the analy
that 2DVAR calculates from the observations as a correction to the model wind fie
called the observational method [Stoffelen et al. 2000]. This method also requir
structure functions are described in terms of longitudinal and transverse components. 

Considering the observation geometry of SeaWinds (or an  other scatterometer), the 

T

o P  and T  may yield information on t e nature of the structure 
functions. This is one of the remaining tasks within the NWP SAF project. 

Note that 

h

defined in (3.1). Similarly, the transverse component is directed perpendicular to 
the satellite motion and is equivalent to the wind speed component P . Therefore furt

T  is not the transverse component, but the longitudinal or parallel one, the component 
tangential to the curved satellite orbit. Note also that P  is the wind component perpendicular to 
the satellite motion, not parallel. 

her analysis 
on the aut correlation of 
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inds Data 

funded by 
 statistical properties of the retrieved wind fields, notably 

1 uses a discontinuity in the autocorrelation at 
e height of 

2 f the noise 
the noise level is very small or zero, quadratic extrapolation may overshoot the 

r the noise 

3 requencies. 
y carefully 

proaches zero. However, this is 
wly due to 
ed value in 

 wind products as compared to a basic autocorrelation analysis. 

ay be up to 
, at 25 km 

resolution. 

5 omes negligible at 
100 km cell size. On the other hand, one may expect a further increase in the noise level for 

6. The noise can be reduced when using the DIRTH scheme for ambiguity removal, or 
completely removed when using KNMI’s 2DVAR scheme in combination with MSS. 

7. The statistical methods developed in this study may be used to improve the implementation 
of the structure functions in the 2DVAR method. 

 

The quality of high resolution scatterometer wind fields as retrieved with the SeaW
Processor (SDP) has been studied in the framework of the NWP SAF project 
EUMETSAT. The study focused on the
the autocorrelation function and the spectrum. 

The following conclusions may be drawn from this study: 

. A white noise contribution in the wind field ca
zero distance, the so-called noise peak. The variance of the noise level equals th
the noise peak times the total variance of the wind field. 

. A simple quadratic extrapolation is generally sufficient to estimate the height o
peak. If 
extrapolated autocorrelation at zero distance, leading to small negative values fo
peak height. 

. A white noise contribution causes the wind spectrum to flatten at large spatial f
However, aliasing causes the same behaviour. Aliasing can only be removed b
considering the autocorrelations up to such distances that it ap
infeasible in practice, because the autocorrelation approaches zero only very slo
the large world-wide flow regimes. Therefore, the wind spectrum has little add
studying

4. The noise level is highest in the nadir part of the swath. Its standard deviation m
1.4 m/s in the zonal component u  and 1.1 m/s in the meridional component v

. The noise level decreases with increasing wind vector cell size, and bec

wind vector cells smaller than 25 km. 
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